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Problem

Single text prompt as input lacks fine-grained control:
• Defining precise durations for parts of the motion
• Composing multiple actions

Solution

Multi-track timeline of multiple prompts as input: fine-grained input interface

STMC: Spatio-Temporal Motion Collage

New test-time denoising method: can be integrated with any pre-trained motion diffusion model
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